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What’s a Behavior Pattern? 

A salient subsequence in a time series  

 

 

 

 

 

 

 

 

 can be clustered and mined 

 can be treated as a motif and associated with a scalar ID 

 the scalar ID then becomes a scalar data point 



What’s a Multivariate Behavior Pattern? 

Really just a simultaneous set of such patterns 



What’s a Multivariate Behavior Pattern? 

Really just a simultaneous set of such patterns 

 

 

 

 

 

 

 can be clustered and mined 

 can be treated as motif and associated with a scalar ID 

 at some discretized level 

 the scalar ID then becomes a multivariate data point 

 

 



Similarity Functions 

Important metric 

 Manhattan (L1) 

 Euclidian (L2) 

 cosine  

 correlation 

 structural  

 

 

 

 

 

 

 domain-specific features 

 

 

luminance contrast structure 



How About Sub Seq Window Size? 

Can be found via 

 optimization from prior samples 

 possibly involving the users 

 detect periodicity via wavelets and Fourier analysis 

 

Use DTW (Dynamic Time Warping) to align two sub 

sequences of possibly unequal length 

 

 

 

Times Series A 

Times Series B 
Euclidian 

DTW 

Figure courtesy of Eamonn Keogh, UC Riverside 



Visualization of 1-3 Dimensional Data 

1D signal f(x) 

4D signal f(x, y, z, t=time) 

example: 3D heart in motion 

2D signal f(x, y) 

2D signal, shown as height field 

3D signal f(x, y, z) 



High-Dimensional Data 

Consider the salient features of a car (not very high-D): 
 miles per gallon (MPG) 

 top speed 

 acceleration 

 number of cylinders 

 horsepower 

 weight 

 year 

 country origin 

 brand 

 number of seats 

 number of doors 

 reliability (average number of breakdowns) 

 and so on... 

 

 

 



Can You See Patterns in a Spreadsheet? 

 

 

 

 

 

 

 

 

 

 

 

 

Very hard…. 

 

 

 

 

 

 

 

 

 



Parallel Coordinates  

 

 

a car as a 7-dimensional data point  



Parallel Coordinates  

 

 

a database of cars 



Parallel Coordinates  

 

 

after some clustering 



Parallel Coordinates  

 

 

with mean trend 



PC With Illustrative Abstraction 

individual polylines 



PC With Illustrative Abstraction 

completely abstracted away 



PC With Illustrative Abstraction 

blended partially 



PC With Illustrative Abstraction 

all put together – three clusters 





Visualization Via Maps 



Data Map Via Space Embedding 

General idea: 

 preserve N-D space distances ij  in 2-D space dij 

 comes to down to an optimization problem 

 minimize  

 

 

 

 

 Multi-Dimensional Scaling (MDS) 

 similar data map to similar places 

       Similarity  Map 
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Japanese cars 

European cars 

US cars 



…are these clusters so different?  

But…. 



We Need to Map The Attributes, Too 



Tuition 

Academic Score 

Athletics 

no dream school here: good athletics, 
 low tuition, high academic score 

tuition <  
financial  
means  

tuition >  
financial means  

1 2 

3 

Example College Selection 



The Data Context Map 

Best of both worlds 

 similarity layout of the data based on vector similarity 

 similarity layout of the attributes based on pairwise correlation  

data attributes data + attributes 

          



Achieved by Joint Matrix Optimization 
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The Data Context Map 



Streaming Data 

One-pass constraint 

 data can be processed only once and not all be stored 

 

 

Concept drift 

 

 

 

 

Concept evolution 



The Synopsis Map 

Evolve clusters  

 can keep up with concept drift and evolution  

 add new samples and remove stale samples  

 update clusters by merging, splitting, or removal 

 maintain anomalies 

 

Extend data context map into a synopsis context map  

 



Streaming Data 

One-pass constraint 

 data can be processed only once and not all be stored 

 

 

Concept drift 

 

 

 

 

Concept evolution 



Synopsis 

Keep representative samples as a synopsis 

 

Simplest form is reservoir sampling 
 purely probabilistic and sample-based 

 p (sample in reservoir) is k/n 

 

More informative is to evolve clusters (not samples) 
 more apt to keep up with concept drift and evolution  

 add new samples and remove stale samples  

 update clusters by merging, splitting, or removal 

 maintain anomalies 

 

Extend data context map into a synopsis context map  
 



Attribute Management  

Distinguish between 
 irrelevant vs. redundant vs. semantically similar variables 

 

Irrelevant variables  
 random relationships with all other variables (e.g. no correlations) 

 data dependent  

 

Redundant 
 same relationships with all other variables (e.g., similar correlations)  

 data dependent  

 

Semantically similar variables 
 similar meaning, class, category  

 e.g. nightlife, transportation, housing, location  city 



Ongoing Work: Attribute Dendrogram 

entertainment 

academic factors social factors  



…do I need so much gas? 

But… 



We Need a Measure for Relationships 

Correlation  

 a statistical measure that indicates the extent to which two or 

more variables fluctuate together 
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Problems With These Visualizations?   

They don’t scale well for large numbers of variables  

 can you tell which variable is 2nd-most correlated with ‘Income’? 

 

Yes, we can use a correlation                                                            

matrix heat map 

 but brightness and color                                                                                  

are poor visual variables                                                                                  

to communicate                                                                           

quantitative                                                               information   



What’s the #1 Visual Variable for QI? 

The spatial (planar) variables!!  

That’s why geographic maps work so well 

Can we build a correlation map? 

You bet… 

(J. Bertin, ‘67) 



Building the Correlation Matrix  

Create a correlation matrix  

Run a mass-spring model  

You can even use it to order your parallel coordinate axes via 

TSP 

Run Traveling Salesman on the correlation nodes 

 

 



Interaction with the Correlation Network 

• Vertices are attributes, edges are correlations 

• vertex: size determined by   
𝑐𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛(𝑖,𝑗)

 𝐷−1
𝐷
𝑗=0  𝑗 ≠ 𝑖 

• edge: color/intensity  sign/strength of correlation 

 

all edges filtered by strength 

attribute centric subset of attributes 



Multiscale Zooming  



Exploring Correlation Sensitivity 

Correlation strength can often be improved by constraining a 

variable’s value range (bracketing) 

This limits the derived relationships to this value range 

Such limits are commonplace in targeted marketing, etc.  

no bracketing lower price range higher price range 



Unifying Categorical and Numerical Variables 

We transform categorical variables to numerical variables 

 use a pairwise correlation optimization approach  

 

 

 

 

 

 

Correlations can be clearly better observed after 

transformations 



Transformation Procedure 

Applied to car data 

 

 

 

 

 

 

color 

mpg 



…do people talk about spurious correlations? 

But…. 



Spurious Correlations 

 

 

 

 

 

 

 

 

 

Eat less margarine  save your marriage 

Save your marriage  eat more butter  

 



The Ultimate Goal: Causal Model 

Controversial topic 

 correlation  causation 

 promising casual inferencing algorithms exist 

 but inferring causation from observational data remains shaky  

 

Gives correlation links casual directions 

 have the domain expert examine these and possible change them 

 





The Algorithm 

First, construct an initial DAG with a constraint-based scheme 

 very fast (as opposed to slow exhaustive schemes) 

 but incomplete 

 

Then, allow the user to hypothesize edits to the DAG 

 interactively add, delete, reverse casual edges 

 check the score if the model is better or worse 

 keep the edit DAG if score improves 

 





Final Thoughts 

Data too big? 
 use clustering with stratified sampling 

 abstract into model (correlation, casual, classification, HMM, etc..) 

 

Data not numerical? 
 images, video, text, etc. 

 create feature vectors of numbers and you’re ready to go 

 

Data time-varying and streaming? 
 cluster behaviors, not points 

 perform subsequence discovery, clustering, and evolution 

 

Want to try it?  
 soon cloud-served for your favorite web browser 
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More Detail? Visit my Webpage… 

 

 

 

 

 

 

 

http://www.cs.stonybrook.edu/~mueller 

(for videos see dedicated paper web pages)  

 

Any questions? 

http://www.cs.stonybrook.edu/~mueller
http://www.cs.stonybrook.edu/~mueller

